**1. INTRODUCTION**

Internet has become the nerve centre of today’s age. Be it online transactions, online shopping, or other related applications, internet plays a vital role. But there exists a problem of slow convergence of routing protocols after a network failure, which gives slow reaction and fosters instability. Thus to ensure fast recovery from link and node failures in IP networks, this project presents a recovery scheme called Multiple Routing Configurations (MRC). The proposed scheme guarantees recovery in all single failure scenarios, using a single mechanism to handle both link and node failures, and without knowing the root cause of the failure. MRC is strictly connectionless, and assumes only destination based hop-by-hop forwarding. MRC is based on keeping additional routing information in the routers, and allows packet forwarding to continue on an alternative output link immediately after the detection of a failure.

The ever-increasing demand on the Internet is because it is transformed from a special purpose network to a common platform for many online services such as online transactions, entertainment and for other e-commerce applications. Internet suffers from slow convergence of routing protocols after a network failure. The central goal in the Internet is the ability to recover from failures. Generally in IP networks, when a node/link failure occurs, the IGP routing protocols like OSPF are used to update the forwarding information based on the changed topology and the updated information is distributed to all routers in the network domain and each router individually calculates new valid routing tables. This network-wide IP reconvergence is a time consuming process, and a link or node failure is typically followed by a period of routing instability, which can result into dropping of packets due to invalid routes. This phenomenon has been studied in both IGP and BGP context , and has adverse effects on real-time applications. Many attempts have been made for optimizing the different steps of the convergence of IP routing, i.e., detection, dissemination of information and shortest path calculation. But still the convergence time is still too large for applications with real time demands. Moreover, the IGP convergence process is slow because it is reactive and global, i.e., it reacts to a failure after it has occurred, and it involves all the routers in the domain. In this project we present a scheme for handling single link and node failures in IP networks. Multiple Routing Configurations (MRC) is a proactive and local. This protection mechanism allows recovery in the range of milliseconds.

This approach of MRC can be used as a first line of defence against network failures, with which the normal IP convergence process can be put on hold. This process is then initiated only as a consequence of no transient failures. Since no global re-routing is performed, fast failure detection mechanisms like fast hellos or hardware alerts can be used to trigger MRC without compromising network stability. MRC guarantees recovery from any single link or node failure, which constitutes a large majority of the failures experienced in a network. MRC makes no assumptions with respect to the root cause of failure, e.g., whether the packet forwarding is disrupted due to a failed link or a failed router.

* 1. **ORGANIZATION PROFILE**

**1.2 SYSTEM SPECIFICATION**

**1.2.1 HARDWARE CONFIGURATION**

* System : Pentium IV 2.4 GHz.
* Hard Disk : 40 GB.
* Monitor : 15 VGA Colour.
* Mouse : Logitech.
* Ram : 4 GB.

**1.2.2 SOFTWARE SPECIFICATION**

* Operating System : Windows 7
* Front End : PHP
* Back End : MY-SQL
* Document : MS-Office

**1.2.3 SOFTWARE DESCRIPTION**

**About PHP:**

**PHP** is a general-purpose server-side scripting language originally designed for web development to produce dynamic web pages. It is among one of the first developed server-side scripting languages that is embedded into a HTML source document, rather than calling an external file to process data. Ultimately, the code is interpreted by a web server with a PHP processor module which generates the resulting web page. It also has evolved to include a command-line interface capability and can be used in standalone graphical applications. PHP can be deployed on most web servers and also as a standalone shell on almost every operating system and platform free of charge. A competitor to Microsoft's Active Server Pages (ASP) server-side script engine and similar languages, PHP is installed on more than 20 million websites and 1 million web servers.

## PHP stands for PHP: Hypertext Pre-processor.

* As we said before it is a server-side scripting language.
* [PHP is free](http://php.net/index.php) and is an open source software product.
* The PHP scripts are executed on the server.
* PHP supports many databases (MySQL, Sybase, Oracle and many others.)
* PHP runs on different platforms (Unix, Linux, Windows.)
* PHP is compatible with almost all web-servers used today (Apache, IIS, etc.)
* A PHP file can contain plain text, HTML tags and scripts.
* The PHP files can have one of the following extensions: php, php3 or phtml.

## What do you need?

Before you can follow the coming PHP tutorials you need to have the following:

* Access to a web server (like Apache)
* PHP and MySQL should be installed on the web server.

The easiest way is to find a cheap web hosting plan that support PHP and MySQL (most of the web-hosting providers do.) For a couple of bucks a month you can get a virtual host. The advantage is that everything is already installed and that you can share your program (that you are going to write) with the rest of the world.

If you don’t want to spend money, you can also install everything on your local machine. The easiest way is to install WAMP if you have a Windows machine and LAMP if you have a Linux machine. ([WAMP](http://www.wampserver.com/en/) = Windows Apache MySQL PHP and LAMP = Linux Apache MySQL PHP.) These packages install everything you need. Read the install manual of these packages for instructions. After installation you should have access to http://localhost in your browser.

That is all for this PHP language introduction tutorial. We hope that you will learn something from the coming PHP tutorials and as always we hope that you will let us know if something is wrong by leaving us a comment.

Before we can start coding you first need to know some basics. In this PHP language introduction tutorial you’ll find some descriptions of words you should know before you can start coding. Of course we will also look at where you can download PHP, MySQL and Apache.

PHP is probably the most popular scripting language on the web. It is used to enhance web pages. With PHP, you can do things like create username and password login pages, check details from a form, create forums, picture galleries, surveys, and a whole lot more. If you've come across a web page that ends in PHP, then the author has written some programming code to liven up the plain, old HTML.

PHP is known as a server-sided language. That's because the PHP doesn't get executed on your computer, but on the computer you requested the page from. The results are then handed over to you, and displayed in your browser. Other scripting languages you may have heard of are ASP, Python and Perl. (You don't need to know any of these to make a start on PHP. In fact, these tutorials assume that you have no programming experience at all.)

The most popular explanation of just what PHP stands for is "Hypertext Pre-processor". But that would make it HPP, surely? An alternative explanation is that the initials come from the earliest version of the program, which was called Personal Home Page Tools. At least you get the letters "PHP" in the right order!

But PHP is so popular that if you're looking for a career in the web design/web scripting industry then you just have to know it! In these tutorials, we'll get you up and running. And, hopefully, it will be a lot easier than you think.

**Course Files**

To follow along with these tutorials, you'll need our Home and Learn Course files. These can be downloaded from the following address:

The PHP programming language is a server-side HTML embedded scripting language. Let‘s depict the sentence. The PHP language runs on the server-side. This means that the execution (read starting) of the scripts are done on the server where the web-site is hosted. HTML embedded means that you can use PHP statements (read a piece of PHP code) from within an HTML code. PHP files are returned to the browser as plain HTML.

The last piece of the sentence – scripting language – is a little harder to explain, but we will give it a go. A scripting language is a form of programming language that is usually interpreted rather than compiled. In [**programming languages such C**](http://www.codingunit.com/category/c-tutorials) or [**C++**](http://www.codingunit.com/category/cplusplus-tutorials) you compile the program (permanently) into an executable file, before you can execute the program. A program that is written in a scripting language, is interpreted one command at a time by a command interpreter (Command interpreter is in most cases an executable written in another language (for instance C/C++) than the scripting language.) Some other examples of scripting languages are Perl, Phyton, Java and Ruby.

**A last note:** scripting languages are also often used by applications as control or configure language. An example: Firefox is written in C/C++ and can be controlled with JavaScript.

## Things You Should Know

Because PHP is an HTML embedded language you should have a basic understanding of HTML/XHTML and (a little) JavaScript. In the coming tutorials we will explain the PHP code, but we won’t explain the HTML code (at least not in great detail.)

**Architecture of PHP**

The mysqlnd replication and load balancing plugin is implemented as a PHP extension. It is written in C and operates under the hood of PHP. During the startup of the PHP interpreter, in the module init phase of the PHP engine, it gets registered as a mysqlnd plugin to replace selected mysqlnd C methods.

At PHP runtime, it inspects queries sent from mysqlnd (PHP) to the MySQL server. If a query is recognized as read-only, it will be sent to one of the configured slave servers. Statements are considered read-only if they either start with SELECT, the SQL hint /\*ms=slave\*/ or a slave had been chosen for running the previous query, and the query started with the SQL hint /\*ms=last\_used\*/. In all other cases, the query will be sent to the MySQL replication master server.

For better portability, applications should use the MYSQLND\_MS\_MASTER\_SWITCH, MYSQLND\_MS\_SLAVE\_SWITCH, and MYSQLND\_MS\_LAST\_USED\_SWITCH predefined mysqlnd\_ms constants, instead of their literal values, such as /\*ms=slave\*/.

The plugin handles the opening and closing of database connections to both master and slave servers. From an application point of view, there continues to be only one connection handle. However, internally, this one public connection handle represents a pool of network connections that are managed by the plugin. The plugin proxies queries to the master server, and to the slaves using multiple connections.

Database connections have a state consisting of, for example, transaction status, transaction settings, character set settings, and temporary tables. The plugin will try to maintain the same state among all internal connections, whenever this can be done in an automatic and transparent way. In cases where it is not easily possible to maintain state among all connections, such as when using BEGIN TRANSACTION, the plugin leaves it to the user to handle.

**History of PHP**

PHP Tools, FI, Construction Kit, and PHP/FI

PHP as it's known today is actually the successor to a product named PHP/FI. Created in 1994 by Rasmus Lerdorf, the very first incarnation of PHP was a simple set of Common Gateway Interface (CGI) binaries written in the C programming language. Originally used for tracking visits to his online resume, he named the suite of scripts "Personal Home Page Tools," more frequently referenced as "PHP Tools." Over time, more functionality was desired, and Rasmus rewrote PHP Tools, producing a much larger and richer implementation. This new model was capable of database interaction and more, providing a framework upon which users could develop simple dynamic web applications such as guestbooks. In June of 1995, Rasmus » released the source code for PHP Tools to the public, which allowed developers to use it as they saw fit. This also permitted - and encouraged - users to provide fixes for bugs in the code, and to generally improve upon it.

In September of that year, Rasmus expanded upon PHP and - for a short time - actually dropped the PHP name. Now referring to the tools as FI (short for "Forms Interpreter"), the new implementation included some of the basic functionality of PHP as we know it today. It had Perl-like variables, automatic interpretation of form variables, and HTML embedded syntax. The syntax itself was similar to that of Perl, albeit much more limited, simple, and somewhat inconsistent. In fact, to embed the code into an HTML file, developers had to use HTML comments. Though this method was not entirely well-received, FI continued to enjoy growth and acceptance as a CGI tool --- but still not quite as a language. However, this began to change the following month; in October, 1995, Rasmus released a complete rewrite of the code. Bringing back the PHP name, it was now (briefly) named "Personal Home Page Construction Kit," and was the first release to boast what was, at the time, considered an advanced scripting interface. The language was deliberately designed to resemble C in structure, making it an easy adoption for developers familiar with C, Perl, and similar languages. Having been thus far limited to UNIX and POSIX-compliant systems, the potential for a Windows NT implementation was being explored.

The code got another complete makeover, and in April of 1996, combining the names of past releases, Rasmus introduced PHP/FI. This second-generation implementation began to truly evolve PHP from a suite of tools into a programming language in its own right. It included built-in support for DBM, mSQL, and Postgres95 databases, cookies, user-defined function support, and much more. That June, PHP/FI was given a version 2.0 status. An interesting fact about this, however, is that there was only one single full version of PHP 2.0. When it finally graduated from beta status in November, 1997, the underlying parsing engine was already being entirely rewritten.

Though it lived a short development life, it continued to enjoy a growing popularity in still-young world of web development. In 1997 and 1998, PHP/FI had a cult of several thousand users around the world. A Netcraft survey as of May, 1998, indicated that nearly 60,000 domains domains reported having headers containing "PHP," indicating that the host server did indeed have it installed. This number equated to approximately 1% of all domains on the Internet at the time. Despite these impressive figures, the maturation of PHP/FI was doomed to limitations; while there were several minor contributors, it was still primarily developed by an individual.

**Features of PHP:**

# i) HTTP authentication with PHP

It is possible to use the header () function to send an "Authentication Required" message to the client browser causing it to pop up a Username/Password input window. Once the user has filled in a username and a password, the URL containing the PHP script will be called again with the predefined variables PHP\_AUTH\_USER, PHP\_AUTH\_PW, and AUTH\_TYPE set to the user name, password and authentication type respectively. These predefined variables are found in the $\_SERVER and $HTTP\_SERVER\_VARS arrays. Both "Basic" and "Digest" (since PHP 5.1.0) authentication methods are supported. See the header () function for more information.

# ii) Cookies

PHP transparently supports HTTP cookies. Cookies are a mechanism for storing data in the remote browser and thus tracking or identifying return users. You can set cookies using the set cookie () or setrawcookie() function. Cookies are part of the HTTP header, so set cookie () must be called before any output is sent to the browser. This is the same limitation that header () has. You can use the output buffering functions to delay the script output until you have decided whether or not to set any cookies or send any headers. Any cookies sent to you from the client will automatically be included into a $\_COOKIE auto-global array if variables order contains "C". If you wish to assign multiple values to a single cookie, just add [] to the cookie name.

## iii) New features

PHP 5.3.0 offers a wide range of new features:

* Support for namespaces has been added.
* Support for Late Static Bindings has been added.
* Support for jump labels (limited goto) has been added.
* Support for native Closures (Lambda/Anonymous functions) has been added.
* There are two new magic methods, \_\_callStatic and \_\_invoke.
* Nowdoc syntax is now supported, similar to Heredoc syntax, but with single quotes.
* It is now possible to use Heredocs to initialize static variables and class properties/constants.
* Heredocs may now be declared using double quotes, complementing the Nowdoc syntax.
* Constants can now be declared outside a class using the const keyword.
* The ternary operator now has a shorthand form: ?:.
* The HTTP stream wrapper now considers all status codes from 200 to 399 to be successful.
* Dynamic access to static methods is now possible.
* Exceptions can now be nested.
* A garbage collector for circular references has been added, and is enabled by default.
* The mail() function now supports logging of sent email. (Note: This only applies to email sent through this function.)

**Advantages of PHP:**

* PHP (Hypertext Pre-Processor) is a server-side web programming language that is widely used for web development.  
  However, here are many languages which are used for web development or web programming. But among all of them PHP is the most popular web scripting language. So, let us find out why PHP is widely used for web development…
* PHP language has its roots in C and C++. PHP syntax is most similar to C and C++ language syntax. So, programmers find it easy to learn and manipulate.
* MySQL is used with PHP as back-end tool. MySQL is the popular online database and can be interfaced very well with PHP. Therefore, PHP and MySQL are excellent choice for webmasters looking to automate their web sites.
* PHP can run on both UNIX and Windows servers.
* PHP also has powerful output buffering that further increases over the output flow. PHP internally rearranges the buffer so that headers come before contents.
* PHP is dynamic. PHP works in combination of HTML to display dynamic elements on the page. PHP only parses code within its delimiters, such as. Anything outside its delimiters is sent directly to the output and not parsed by PHP.
* PHP can be used with a large number of relational database management systems, runs on all of the most popular web servers and is available for many different operating systems.
* PHP5 a fully object oriented language and its platform independence and speed on Linux server helps to build large and complex web applications.
* So, in general PHP is cheap, secure, fast and reliable for developing web applications.

**About MySQL:**

**MySQL** is a relational database management system (RDBMS)[]](http://en.wikipedia.org/wiki/MySQL#cite_note-1) that runs as a server providing multi-user access to a number of databases.  The SQL phrase stands for Structured Query Language.Free-software-open source projects that require a full-featured database management system often use MySQL. For commercial use, several paid editions are available, and offer additional functionality. Applications which use MySQL databases include: TYPO3, Joomla, WordPress, phpBB, Drupal and other software built on the LAMP software stack. MySQL is also used in many high-profile, large-scale World Wide Web products, including Wikipedia, Google  , Facebook, and Twitter.

MySQL is the world's most popular open source database software, with over 100 million copies of its software downloaded or distributed throughout it's history. With its superior speed, reliability, and ease of use, MySQL has become the preferred choice for Web, Web 2.0, SaaS, ISV, Telecom companies and forward-thinking corporate IT Managers because it eliminates the major problems associated with downtime, maintenance and administration for modern, online applications.

Many of the world's largest and fastest-growing organizations use MySQL to save time and money powering their high-volume Web sites, critical business systems, and packaged software — including industry leaders such as Yahoo!, Alcatel-Lucent, Google, Nokia, YouTube, Wikipedia, and Booking.com.

The flagship MySQL offering is MySQL Enterprise, a comprehensive set of production-tested software, proactive monitoring tools, and premium support services available in an affordable annual subscription.

MySQL is a key part of LAMP (Linux, Apache, MySQL, PHP / Perl / Python), the fast-growing open source enterprise software stack. More and more companies are using LAMP as an alternative to expensive proprietary software stacks because of its lower cost and freedom from platform lock-in.

MySQL was originally founded and developed in Sweden by two Swedes and a Finn: David Axmark, Allan Larsson and Michael "Monty" Widenius, who had worked together since the 1980's. More historical information on MySQL.

**2. SYSTEM STUDY**

A detailed study to determine whether, to what extent, and how automatic data processing equipment should be used it usually includes an analysis of the existing system and the design of the new system, including the development of system specifications which provide a basis for the selection of equipment.

**2.1. EXISTING STUDY**

IP networks are intrinsically robust, since IGP routing protocols like OSPF are designed to update the forwarding information based on the changed topology after a failure. Much effort has been devoted to optimizing the different steps of the convergence of IP routing, i.e., detection, dissemination of information and shortest path calculation, but the convergence time is still too large for applications with real time demands.

**2.1.1 DRAWBACKS**

This network-wide IP re-convergence is a time consuming process and a link or node failure is typically followed by a period of routing instability. During this period, packets may be dropped due to invalid routes. The IGP convergence process is slow because it is reactive and global. It reacts to a failure after it has happened. For the existing system global routing information is needed.

**2.2 PROPOSED SYSTEM**

The main idea of MRC is to use the network graph and the associated link weights to produce a small set of backup network configurations. The link weights in these backup configurations are manipulated so that for each link and node failure, and regardless of whether it is a link or node failure, the node that detects the failure can safely forward the incoming packets towards the destination on an alternate link. MRC assumes that the network uses shortest path routing and destination based hop-by-hop forwarding. The shifting of traffic to links bypassing the failure can lead to congestion and packet loss in parts of the network. This limits the time that the proactive recovery scheme can be used to forward traffic before the global routing protocol is informed about the failure, and hence reduces the chance that a transient failure can be handled without a full global routing re-convergence. Ideally, a proactive recovery scheme should not only guarantee connectivity after a failure, but also do so in a manner that does not cause an unacceptable load distribution. This requirement has been noted as being one of the principal challenges for recalculated IP recovery schemes. With MRC, the link weights are set individually in each backup configuration. This gives great flexibility with respect to how the recovered traffic is routed. The backup configuration used after a failure is selected based on the failure instance, and thus we can choose link weights in the backup configurations that are well suited for only a subset of failure instances.

**2.2.1 FEATURES**

Multiple Routing Configurations (MRC) is a proactive and local protection mechanism that allows recovery in the range of milliseconds. MRC allows packet forwarding to continue over preconfigured alternative next-hops immediately after the detection of the failure. Using MRC as a first line of defense against network failures, the normal IP convergence process can be put on hold.

**2.3 FEASIBILITY STUDY**

All projects are feasible given unlimited users and infinite time. Unfortunately the development is more likely to be plagued by a scarcity resources and difficult delivery date. It is both necessary and prudent to evaluate the feasibility of an object, no such limitation imposed that is not feasible as all the resources are easily available and time given was sufficient. Feasibility study was made according to four key considerations

**TECHNICAL FEASIBILITY**

Technical feasibility centres on the exiting computer and to what extent it can support the proposed addition. This involves financial considerations to accommodate technical enhancement. If the budget is a serious constraint, the project is judged as not feasible.

**BEHAVIORAL FEASIBILITY**

An estimate should be made of how strong a reaction the user staff is likely to have toward the development of computerized system. It is common knowledge the computer installation have something to do understandable that the introduction of a candidate system requires special effort to educate, sell and train the staff on new ways of considering business.

**OPERATIONAL FEASIBILITY**

Operational feasibility is the method used to evaluate whether the proposed system is user friendly. They must be easy to handle, maintain and modify. The main objectives is that they should be enough flexible.

**ECONOMICAL FEASIBILITY**

Economic analysis is the most frequently used method for evaluating the effectiveness of a system more commonly known as cost/benefit analysis, the procedures is made to determine the benefits and savings that are expected from system and compare them with costs. The result of comparison for found out and changed if needed. This is an ongoing effort that improves in accuracy at each phase of the system life cycle. Feasibility is both necessary and prudent to evaluate the feasibility of a project at the earliest possible time. Feasibility and risk analysis are related in many ways. If project risk is great, the feasibility of providing quality is reduced.

**3. SYSTEM DESIGN AND DEVELOPMENT**

**3.1 FILE DESIGN**

There are numerous types of files used for storing data needed for processing, reference or back up. The main common types of processing files include

* Master,
* Transaction,
* Reference,
* Backup, Report and
* Sort.

**MASTER FILE**

A master file is the main that contains relatively permanent records about particular items or entries. For example a customer file will contain details of a customer such as customer ID, name and contact address.

**TRANSACTION FILE**

A transaction file is used to hold data during transaction processing. The file is later used to update the master file and audit daily, weekly or monthly transactions. For example in a busy supermarket, daily sales are recorded on a transaction file and later used to update the stock file. The file is also used by the management to check on the daily or periodic transactions.

**REFERENCE FILE**

A reference file is mainly used for reference or look-up purposes. Look-up information is that information that is stored in a separate file but is required during processing. For example, in a point of sale terminal, the item code entered either manually or using a barcode reader looks up the item description and price from a reference file stored on a storage device.

**BACKUP FILE**

A backup files is used to hold copies (backups) of data or information from the computers fixed storage (hard disk). Since a file held on the hard disk may be corrupted, lost or changed accidentally, it is necessary to keep copies of the recently updated files. Incase of the hard disk failure, a backup file can be used to reconstruct the original file.

**REPORT FILE**

Used to store relatively permanent records extracted from the master file or generated after processing. For example you may obtain a stock levels report generated from an inventory system while a copy of the report will be stored in the report file.

**SORT FILE**

It stores data which is arranged in a particular order. Used mainly where data is to be processed sequentially. In sequential processing, data or records are first sorted and held on a magnetic tape before updating the master file.

**3.2 INPUT DESIGN**

The input design is the link between the information system and the user. It comprises the developing specification and procedures for data preparation and those steps are necessary to put transaction data in to a usable form for processing can be achieved by inspecting the computer to read data from a written or printed document or it can occur by having people keying the data directly into the system. The design of input focuses on controlling the amount of input required, controlling the errors, avoiding delay, avoiding extra steps and keeping the process simple. The input is designed in such a way so that it provides security and ease of use with retaining the privacy. Input Design considered the following things:

* What data should be given as input?
* How the data should be arranged or coded?
* The dialog to guide the operating personnel in providing input.
* Methods for preparing input validations and steps to follow when error occur.

**OBJECTIVES**

1. Input Design is the process of converting a user-oriented description of the input into a computer-based system. This design is important to avoid errors in the data input process and show the correct direction to the management for getting correct information from the computerized system.

2. It is achieved by creating user-friendly screens for the data entry to handle large volume of data. The goal of designing input is to make data entry easier and to be free from errors. The data entry screen is designed in such a way that all the data manipulates can be performed. It also provides record viewing facilities.

3. When the data is entered it will check for its validity. Data can be entered with the help of screens. Appropriate messages are provided as when needed so that the user will not be in maize of instant. Thus the objective of input design is to create an input layout that is easy to follow

**3.3 OUTPUT DESIGN**

A quality output is one, which meets the requirements of the end user and presents the information clearly. In any system results of processing are communicated to the users and to other system through outputs. In output design it is determined how the information is to be displaced for immediate need and also the hard copy output. It is the most important and direct source information to the user. Efficient and intelligent output design improves the system’s relationship to help user decision-making.

1. Designing computer output should proceed in an organized, well thought out manner; the right output must be developed while ensuring that each output element is designed so that people will find the system can use easily and effectively. When analysis design computer output, they should Identify the specific output that is needed to meet the requirements.

2. Select methods for presenting information.

3. Create document, report, or other formats that contain information produced by the system.

The output form of an information system should accomplish one or more of the following objectives.

* Convey information about past activities, current status or projections of the Future.
* Signal important events, opportunities, problems, or warnings.
* Trigger an action.
* Confirm an action.

**3.4 DATABASE DESIGN**

The development of database systems is not a major breakthrough in computer technology; rather it is a logical development in the methods used by computers to access and manipulate data stored in various parts of computer systems. The overall objective in the development of database technology has been to treat data as an organizational resource and as an integrated whole. Database management systems allow the data to the protected and organized separately from other resource. Defining the term ‘database’ is an integrated collection of items. Computer base systems which support a centralized data management function can support a database. If the data management software can provide centralized access to the data from the programs, possible to treat data as a separate resource.

Usually the centralized data management software is the software is a package called a database management system. Within it will be found components which exist as separate software packages, such as a complex file handler, an information retrieval system, or a comprehensive report generator. The organization of data in a database aims to achieve three major objectives such as data integration, data integrity and data independence.

**3.5 SYSTEM DEVELOPMENT**

Systems development is the process of defining, designing, testing, and implementing a new software application or program. It could include the internal development of customized systems, the creation of database systems, or the acquisition of third party developed software. Written standards and procedures must guide all information systems processing functions. The organization’s management must define and implement standards and adopt an appropriate system development life cycle methodology governing the process of developing, acquiring, implementing, and maintaining computerized information systems and related technology.

**3.5.1 DESCRIPTION OF MODULES**

**MODULES**

* **TOPOLOGY CONSTRUCTION**
* **MESSAGE TRANSMISSON**
* **PREVENTING LINK FAILURE USING MRC**
* **LOAD DISTRIBUTION**

**TOPOLOGY CONSTRUCTION:**

In this module, we construct a topology structure. Here we use mesh topology because of its unstructured nature. Topology is constructed by getting the names of the nodes and the connections among the nodes as input from the user. While getting each of the nodes, their associated port and ip address is also obtained. For successive nodes, the node to which it should be connected is also accepted from the user. While adding nodes, comparison will be done so that there would be no node duplication. Then we identify the source and the destinations.

**LOAD DISTRIBUTION:**

The shifting of traffic to links bypassing the failure can lead to congestion and packet loss in parts of the network. This limits the time that the proactive recovery scheme can be used to forward traffic before the global routing protocol is informed about the failure, and hence reduces the chance that a transient failure can be handled without a full global routing re-convergence. Ideally, a proactive recovery scheme should not only guarantee connectivity after a failure, but also do so in a manner that does not cause an unacceptable load distribution. With MRC, the link weights are set individually in each backup configuration. This gives great flexibility with respect to how the recovered traffic is routed. The backup configuration used after a failure is selected based on the failure instance, and thus we can choose link weights in the backup configurations that are well suited for only a subset of failure instances.

**MESSAGE TRANSMISSON:**

In this module we transmit the message from source to destination. Here we choose a destination and select a shortest path for that destination. Shortest path is calculated by Dijkstra Algorithm. it will take minimum node cost an account to find the path between a source and destination. The shortest path is updated in the routing table. The source obtains the shortest path from the routing table itself. After receiving a message the destination will send an acknowledgement to the corresponding source.

**PREVENTING LINK FAILURE USING MRC:**

Our MRC approach is threefold. First, we create a set of backup configurations, so that every network component is excluded from packet forwarding in one configuration. Second, for each configuration, a standard routing algorithm like OSPF is used to calculate configuration specific shortest paths and create forwarding tables in each router, based on the configurations. The use of a standard routing algorithm guarantees loop-free forwarding within one configuration. Finally, we design a forwarding process that takes advantage of the backup configurations to provide fast recovery from a component failure. In our approach, we construct the backup configurations so that for all links and nodes in the network, there is a configuration where that link or node is not used to forward traffic. Thus, for any single link or node failure, there will exist a configuration that will route the traffic to its destination on a path that avoids the failed element. Also, the backup configurations must be constructed so that all nodes are reachable in all configurations, i.e., there is a valid path with a finite cost between each node pair. We distinguish between the normal configuration and the backup configurations, Ci, i > 0. In the normal configuration, all links have ―normal‖ weights W0(a) Є {1…Wmax}. We assume C0 that is given with finite integer weights. MRC is agnostic to the setting of these weights. In the backup configurations, selected links and nodes must not carry any transit traffic. Still, traffic must be able to depart from and reach all operative nodes. Isolated links do not carry any traffic. Restricted links are used to isolate nodes from traffic forwarding. The restricted link weight must be set to a sufficiently high, finite value to achieve that. Nodes are isolated by assigning at least the restricted link weight to all their attached links.

**4. SYSTEM TESTING AND IMPLEMENTATION**

### 4.1 SYSTEM TESTING

The purpose of testing is to discover errors. Testing is the process of trying to discover every conceivable fault or weakness in a work product. It provides a way to check the functionality of components, sub assemblies, assemblies and/or a finished product. It is the process of exercising software with the intent of ensuring that the software system meets its requirements and user expectations and does not fail in an unacceptable manner. There are various types of test. Each test type addresses a specific testing requirement.

**TYPES OF TESTS**

**UNIT TESTING**

Unit testing involves the design of test cases that validate that the internal program logic is functioning properly, and that program inputs produce valid outputs. All decision branches and internal code flow should be validated. It is the testing of individual software units of the application .it is done after the completion of an individual unit before integration. This is a structural testing, that relies on knowledge of its construction and is invasive. Unit tests perform basic tests at component level and test a specific business process, application, and/or system configuration. Unit tests ensure that each unique path of a business process performs accurately to the documented specifications and contains clearly defined inputs and expected results.

**INTEGRATION TESTING**

Integration tests are designed to test integrated software components to determine if they actually run as one program. Testing is event driven and is more concerned with the basic outcome of screens or fields. Integration tests demonstrate that although the components were individually satisfaction, as shown by successfully unit testing, the combination of components is correct and consistent. Integration testing is specifically aimed at exposing the problems that arise from the combination of components.

**FUNCTIONAL TEST**

Functional tests provide systematic demonstrations that functions tested are available as specified by the business and technical requirements, system documentation, and user manuals.

Functional testing is centered on the following items:

Valid Input : identified classes of valid input must be accepted.

Invalid Input : identified classes of invalid input must be rejected.

Functions : identified functions must be exercised.

Output : identified classes of application outputs must be exercised.

Systems/Procedures : interfacing systems or procedures must be invoked.

Organization and preparation of functional tests is focused on requirements, key functions, or special test cases. In addition, systematic coverage pertaining to identify Business process flows; data fields, predefined processes, and successive processes must be considered for testing. Before functional testing is complete, additional tests are identified and the effective value of current tests is determined.

**SYSTEM TEST**

System testing ensures that the entire integrated software system meets requirements. It tests a configuration to ensure known and predictable results. An example of system testing is the configuration oriented system integration test. System testing is based on process descriptions and flows, emphasizing pre-driven process links and integration points.

**WHITE BOX TESTING**

White Box Testing is a testing in which in which the software tester has knowledge of the inner workings, structure and language of the software, or at least its purpose. It is purpose. It is used to test areas that cannot be reached from a black box level.

**BLACK BOX TESTING**

Black Box Testing is testing the software without any knowledge of the inner workings, structure or language of the module being tested. Black box tests, as most other kinds of tests, must be written from a definitive source document, such as specification or requirements document, such as specification or requirements document. It is a testing in which the software under test is treated, as a black box .you cannot “see” into it. The test provides inputs and responds to outputs without considering how the software works.

**UNIT TESTING:**

Unit testing is usually conducted as part of a combined code and unit test phase of the software lifecycle, although it is not uncommon for coding and unit testing to be conducted as two distinct phases.

**TEST STRATEGY AND APPROACH**

Field testing will be performed manually and functional tests will be written in detail.

**TEST OBJECTIVES**

* All field entries must work properly.
* Pages must be activated from the identified link.
* The entry screen, messages and responses must not be delayed.

**FEATURES TO BE TESTED**

* Verify that the entries are of the correct format
* No duplicate entries should be allowed
* All links should take the user to the correct page.

# INTEGRATION TESTING

Software integration testing is the incremental integration testing of two or more integrated software components on a single platform to produce failures caused by interface defects.

The task of the integration test is to check that components or software applications, e.g. components in a software system or – one step up – software applications at the company level – interact without error.

**TEST RESULTS:**

All the test cases mentioned above passed successfully. No defects encountered.

**ACCEPTANCE TESTING**

User Acceptance Testing is a critical phase of any project and requires significant participation by the end user. It also ensures that the system meets the functional requirements.

**TEST RESULTS:**

All the test cases mentioned above passed successfully. No defects encountered.

### 4.2 IMPLEMENTATION:

Implementation is the stage of the project when the theoretical design is turned out into a working system. Thus it can be considered to be the most critical stage in achieving a successful new system and in giving the user, confidence that the new system will work and be effective.

The implementation stage involves careful planning, investigation of the existing system and it’s constraints on implementation, designing of methods to achieve changeover and evaluation of changeover methods.

**5. CONCLUSION**

Multiple Routing Configurations as an approach to achieve fast recovery in IP networks. Ideally, a proactive recovery scheme should not only guarantee connectivity after a failure, but also do so in a manner that does not cause an unacceptable load distribution. This requirement has been noted as being one of the principal challenges for pre calculated IP recovery schemes. With MRC, the link weights are set individually in each backup configuration. This gives great flexibility with respect to how the recovered traffic is routed.MRC is based on providing the routers with additional routing configurations, allowing them to forward packets along routes that avoid a failed component. MRC guarantees recovery from any single node or link failure in an arbitrary bi-connected network. By calculating backup configurations in advance, and operating based on locally available information only, MRC can act promptly after failure discovery. MRC operates without knowing the root cause of failure, i.e., whether the forwarding disruption is caused by a node or link failure.

This is achieved by using careful link weight assignment according to the rules we have described. The link weight assignment rules also provides basis for the specification of a forwarding procedure that successfully solves the last hop problem. MRC thus achieves fast recovery with a very limited performance penalty. MRC is a proactive routing mechanism, and it improves the fastness of the routing but it does not protect network from multiple failures. But it can protect only from the single link/node failures. Hence, future research can be carried out to generate Enhanced Multiple Routing Configurations for fast multiple nodes/links failure recovery.
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**APPENDIX**

**A. DATA FLOW DIAGRAM**

A picture is worth a thousand words. A Data Flow Diagram (DFD) is traditional visual representation of the information flows within a system. A neat and clear DFD can depict a good amount of the system requirements graphically. It can be manual, automated, or combination of both.

It shows how information enters and leaves the system, what changes the information and where information is stored. The purpose of a DFD is to show the scope and boundaries of a system as a whole. It may be used as a communications tool between a systems analyst and any person who plays a part in the system that acts as the starting point for redesigning a system.

It is usually beginning with a context diagram as the level 0 of DFD diagram, a simple representation of the whole system. To elaborate further from that, we drill down to a level 1 diagram with lower level functions decomposed from the major functions of the system. This could continue to evolve to become a level 2 diagram when further analysis is required. Progression to level 3, 4 and so on is possible but anything beyond level 3 is not very common. Please bear in mind that the level of details for decomposing particular function really depending on the complexity that function.

**DFD SYMBOLS:**

In the DFD, there are four symbols

Process that transforms data flow.

Source or Destination of data

Data flow

Data Store

**DATA FLOW DIAGRAM**

**B. TABLE STRUCTURE**

**C. SAMPLE CODING**

**D. SAMPLE INPUT**

**E. SAMPLE OUTPUT**